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PREFACE TO VOLUMES | AND 1l

Purpose

This combined volume is intended for use in college-level courses in
which both Assembly language programming and 80x86 PC interfacing are dis-
cussed. It not only builds the foundation of Assembly language programming, but
also provides a comprehensive treatment of 80x86 PC design and interfacing for
students in engineering and computer science disciplines. This volume is intend-
ed for those who wish to gain an in-depth understanding of the internal working
of the IBM PC, PS, and 80x86 compatible computers. It builds a foundation for
the design and interfacing of microprocessor-based systems using the real-world
example of the 80x86 IBM PC. In addition, it can also be used by practicing tech-
nicians, hardware engineers, computer scientists, and hobbyists who want to do
PC interfacing and data acquisition.

Prerequisites

Readers should have a minimal familiarity with the IBM PC and the DOS
operating system in addition to having had an introductory digital course.
Knowledge of other programming languages would be helpful, but is not neces-
sary.

Although a vast majority of current PCs use 386, 486, or Pentium micro-
processors, their design is based on the IBM PC/AT, an 80286 microprocessor
system introduced in 1984. A good portion of PC/AT features, hence its limita-
tions, are based on the original IBM PC, an 8088 microprocessor system, intro-
duced in 1981. In other words, one cannot expect to understand fully the archi-
tectural philosophy of the 80x86 PC and its expansion slot signals unless the
80286 PC/AT and its subset, the IBM PC/XT, are first understood. For this rea-
son, we describe the 8088 and 80286 microprocessors in Chapter 9.

Contents of Volume |

A systematic, step-by-step approach has been used in covering various
aspects of Assembly language programming. Many examples and sample pro-
grams are given to clarify concepts and provide students an opportunity to learn
by doing. Review questions are provided at the end of each section to reinforce
the main points of the section. We feel that one of the functions of a textbook is
to familiarize the student with terminology used in technical literature and in
industry, so we have followed that guideline in this text.

Chapter 0 covers concepts in number systems (binary, decimal, and hex)
and computer architecture. Most students will have learned these concepts in pre-
vious courses, but Chapter 0 provides a quick overview for those students who
have not learned these concepts, or who may need to refresh their memory.

Chapter 1 provides a brief history of the evolution of x86 microproces-
sors and an overview of the internal workings of the 8086 as a basis of all x86
processors, Chapter 1 should be used in conjunction with Appendix A (a tutorial
introduction to DEBUG) so that the student can experiment with concepts being
learned on the PC. The order of topics in Appendix A has been designed to cor-
respond to the order of topics presented in Chapter 1. Thus, the student can begin
programming with DEBUG without having to learn how to use an assembler.

Chapter 2 explains the use of assemblers to create programs. Although
the programs in the book were developed and tested with Microsoft's MASM
assembler, any Intel-compatible assembler such as Borland's TASM may be used.
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Chapter 3 introduces the bulk of the logic and arithmetic instructions for
unsigned numbers, plus bitwise operations m C.

Chapter 4 introduces DOS and BIOS interrupts. Programs in Assembly
and C allow the student to get input from the keyboard and send output to the
monitor. In addition, interrupt programming in C is described, as well as how to
put Assembly language code in C programs.

Chapter 5 describes how to use macros to develop Assembly language
programs in a more time-efficient and structured manner. We also cover INT 33H
mouse function calls and mouse programming,.

Chapter 6 covers arithmetic and logic instructions for signed numbers as
well as string processing instructions.

Chapter 7 discusses modular programming and how to develop larger
Assembly language programs by breaking them into smaller modules to be coded
and tested separately. In addition, linking Assembly language modules with C
programs is thoroughly explained.

Chapter 8 introduces some 32-bit concepts of 80386 and 80486 pro-
gramming. Although this book emphasizes 16-bit programming, the 386/486 is
introduced to help the student appreciate the power of 32-bit CPUs. Several pro-
grams are run across the 80x86 family to show the dramatic improvement in clock
cycles with the newer CPUs.

Contents of VVolume Il

Chapter 9 describes the 8088 and 286 microprocessors and supporting
chips in detail and shows how they are used in the original IBM PC/XT/AT. In
addition, the origin and function of the address, data, and control signals of the
ISA expansion slot are described.

Chapter 10 provides an introduction to various types of RAM and ROM
memories, their interfacing to the microprocessor, the memory map of the 80x86
PC, the timing issue in interfacing memory to the ISA bus, and the checksum byte
and parity bit techniques of ensuring data integrity in RAM and ROM.

Chapter 11 is dedicated to the interfacing of /O ports, the use of IN and
OUT instructions in the 80x86, and interfacing and programming of the 8255 pro-
grammable peripheral chip. We describe 1/0 programming in several languages,
as well.

Chapter 12 covers the PC Interface Trainer and Bus Extender, which are
used to interface PCs to devices for data acquisition such as LCDs, stepper
motors, ADC, DAC, and sensors.

Chapter 13 discusses the use of the 8253/54 timer chip in the 80x86 PC,
as well as how to generate music and time delays.

Chapter 14 is dedicated to the explanation of hardware and software inter-
rupts, the use of the 8259 interrupt controller, the origin and assignment of IRQ
signals on the expansion slots of the ISA bus, and exception interrupts in 80x86
MICrOpProcessors.

Chapter 15 is dedicated to direct memory access (DMA) concepts, the use
of the 8237 DMA chip in the 80x86 PC, and DMA channels and associated sig-
nals on the ISA bus.

Chapter 16 covers the basics of video monitors and various video modes
and adapters of the PC, in addition to the memory requirements of various video
boards in graphics mode.

Chapter 17 discusses serial communication principles, the interfacing and
programming of National Semiconductor's 8250/16450/16550 UART chip, Intel's
8251 USART chip, and verifying data integrity using the CRC method.

Chapter 18 covers the interfacing and programming of the keyboard in
the 80x86 PC, in addition to printer port interfacing and programming. In addi-
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tion, a discussion of various types of parallel ports such as EPP and ECP is includ-
ed.

Chapter 19 discusses both floppy and hard disk storage organization and
terminology. We also show how to write Assembly language programs to access
files using INT 21H DOS function calls.

Chapter 20 examines the 80x87 math coprocessor, its programming and
interfacing, and 1EEE single and double precision floating point data types.

Chapter 21 explores the programming and hardware of the 386 micro-
processor, contrasts and explains real and protected modes, and discusses the
implementation of virtual memory.

Chapter 22 is dedicated to the interfacing of high-speed memories and
describes various types of DRAM, including EDO and SDRAM, and examines
cache memory and various cache organizations and terminology in detail.

In Chapter 23 we describe the main features of the 486, Pentium and
Pentium Pro and compare these microprocessors with the RISC processors.
Chapter 23 also provides a discussion of MMX technology and how to write pro-
grams to detect which CPU a PC has.

Chapter 24 describes the MS DOS structure and the role of CONFIG.SYS
and batch files in the 80x86 PC, the writing of TSR (terminate and stay resident)
programs and device drivers.

Chapter 25 explains 80x86 PC memory terminology, such as convention-
al memory, expanded memory, upper memory block, high memory area, as well
as MS DOS memory management.

Chapter 26 provides an overview of the IC technology including the
recent advances in the IC fabrication, describes 1C interfacing and system design
issues, and covers error detection and correction.

Chapter 27 is dedicated to the discussion of the various types of PC buses,
such as ISA, EISA, USB, their performance comparisons, the local bus and fea-
tures of the PCI local bus.

In Chapter 28 we show how to use C language to access DOS function
calls, BIOS interrupts, memory, input/output ports, and CMOS RAM of the
80x86.

Appendices

The appendices have been designed to provide all reference material
required for the topics covered in this combined volume so that no additional ref-
erences should be necessary.

Appendix A provides a tutorial introduction to DEBUG. Appendix B pro-
vides a listing of Tntel's 8086 instruction set along with clock cycles for 80x86
microprocessors. Appendix C describes assembler directives with examples of
their use. Appendix D lists some commonly used DOS 21H function calls and
INT 33H mouse functions. Appendix E lists the function calls for various BIOS
interrupts. Appendix F provides a table of ASCII codes. Appendix G lists the 1/O
map of 80x86-based ISA computers. Appendix H provides a description of the
BIOS data arca. Appendix I contains data sheets for various IC chips.

Lab Manual
The lab manual for this series is available on the following web site:

www.microdigitaled.com
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CHAPTER 0

INTRODUCTION TO COMPUTING




To understand the software and hardware of the computer, one must first
master some very basic concepts underlying computer design. In this chapter
(which in the tradition of digital computers can be called Chapter 0}, the fundamen-
tals of numbering and coding systems are presented. Then an introduction to the
workings of the inside of the computer is given. Finally, in the last section we give
a brief history of CPU architecture. Although some readers may have an adeguate
background in many of the topics of this chapter, it is recommended that the material
be scanned, however briefly.

SECTION 0.1: NUMBERING AND CODING SYSTEMS

Whereas human beings use base 10 (decimal) arithmetic, computers use the
base 2 (binary) system. In this section we explain how to convert from the decimal
systemto the binary system, and vice versa. The convenient representation of binary
numbers called hexadecimal also is covered. Finally, the binary format of the
alphanumeric code, called ASCII, is explored.

Decimal and binary number systems

Although there has been speculation that the origin of the base 10 system
is the fact that human beings have 10 fingers, there is absolutely no speculation
about the reason behind the use of the binary system in computers. The binary
system is used in computers because 1 and 0 represent the two voltage levels of on
and off. Whereas in base 10 there are 10 distinct symbois, 0, 1, 2, ..., 9, in base 2
there are only two, 0 and 1, with which to generate numbers. Base 10 contains digits
0 through 9; binary contains digits 0 and | only. These two binary digits, 0 and 1,
are commonly referred to as bits.

Converting from decimal to binary

One method of converting from decimal to binary is to divide the decimal
number by 2 repeatedly, keeping track of the remainders. This process continues
unti! the quotient becomes zero. The remainders are then written in reverse order
to obtain the binary number. This is demonstrated in Example 0-1.

Example 0-1
Convert 25, to binary.
Solution:
Quotient Remainder
2572 = 12 1 LSB (least significant bit)
1272 = 6 0
6/2 = 3 0
32 = 1 1
1/2 = 0 1 MSB (most significant bit)

Therefore, 25,5 = 11001,.

Converting from binary to decimai

To convert from binary to decimal, it is important to understand the concept
of weight associated with each digit position. First, as an analogy, recall the weight
of numbers in the base 10 system:
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740683, -

ax10” = 3
8x10* = 80
6x10° = 600
ox10° = 0000
ax10* = 40000
7x10° = 700000

740683

By the same token, each digit position in a number in base 2 has a weight
associated with it:

110101, = Decimal Binary
].><2O = 1x1 = 1 1

ox2! = Ox2 = 0 00

1x22 = Ix4 = 3 100

ox2° = 0x8 = 0 0000

1x2? = 1x16 = 16 10000

127 = 1x32 = 32 100000

53 110101

Knowing the weight of each bit in a binary number makes it simple to add
them together to get its decimal equivalent, as shown in Example 0-2.

Example 0-2
Convert 11001, to decimal.
Solution:
Weight: 16 8 4 2 1
Digits: 1 1 0 0 1
Knowing the weight associated with each binary bit position allows one to
convert a decimal number to binary directly instead of going through the process of
repeated division. This is shown in Example 0-3.
Example 0-3
Use the concept of weight to convert 39, to binary.
Solution:
Weight: 32 16 8 4 2 1
1 0 0 1 1 1
32+ 0+ 0+ 4+ 2+ 1=39

Therefore, 39,5 = 100111,.

Hexadecimal system

Base 16, the hexadecimal system as it is called in computer literature, 18
used as a convenient representation of binary numbers. For example, it is much
casier for a human being to represent a string of 0s and 1s such as 100010010110
as its hexadecimal equivalent of 896H. The binary system has 2 digits, 0 and 1. The
base 10 system has 10 digits, 0 through 9. The hexadecimal (base 16} system must
have 16 digits. In base 16, the first 10 digits, 0 to 9, are the same as in decimal, and
for the remaining six digits, the letters A, B, C, D, E, and F are used, Table 0-1 shows
the equivalent binary, decimal, and hexadecimal representations for 0 to 15.

SECTION 0.1: NUMBERING AND CODING SYSTEMS



Converting between binary and hex 12pl€ 0-1: Decimal, Blnlary, and Hex

To represent a binary number Decimal _ Binary @ Hexadecimal
as its equivalent hexadecimal number, 0 0000 0 |
start from the right and group 4 bits at N '

a time, replacing each 4-bit binary 1 0001 1

number with its hex equivalent shown ) 0010 2

in Table 0-1. To convert from hex to

binary, each hex digit is replaced with R 3 0011 3

its 4-bit binary equivalent. Converting 4 0100 4

between binary and hex is shown in

Examples 0-4 and 0-5. 5 0101 5

Converting from decimal to hex 6 0110 6
|

Converting from decimal to 7 0111 | 1.
hex could be approached in two ways: 8 1000 | g

1. Convert to binary first and then con- ' ul
vert to hex. Experimenting with this i 9 _1oo1 | 9
method is left to the reader. 10 1010 | A .|

2. Convert directly from decimal to hex :
by the method of repeated division, 11 1011 B ‘
keeping track of the remainders. Ex-
ample 0-6 demonstrates this method — 12 1100 C
of converting decimal to hex. 13 1101 D
Converting from hex to decimal 14 1110 E

Conversion from hex to deci- 15 1111 F

mal can also be approached in two
ways:
1. Convert from hex to binary and then
to decimal.
2. Convert directly from hex to decimal by summing the weight of all digits.
Example 0-7 demonstrates the second method of converting from hex to decimal.

Example 0-4

Represent binary 100111110101 in hex.

Solution:
First the number is grouped into sets of 4 bits: 1001 1111 0101
Then each group of 4 bits is replaced with its hex equivalent:

1001 1111 0101
9 F 5
Therefore, 100111110101, = 9F5 hexadecimal.

Example 0-5

Convert hex 29B to binary.

Solution:
2 9 B
= 0010 1001 1011
Dropping the leading zeros gives 1010011011,
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Example 0-6

(a) Convert 45, to hex.

Solution: Quotient Remainder
45/16 = 2 13 (hex D)  (least significant digit}
2/16 = 0 2 (most significant digit)

Therefore, 45,5 = 2D

(b) Convert decimal 629 to hexadecimal.

Solution: Quotient Remainder
629/16 = 39 5 (least significant digit)
39/i6 = 2 7
2/16 = 0 2 {most significant digit)

Therefore, 629, = 275 .

(c) Convert 1714 base 10 to hex.

Solution: Quotient Remainder
1714/16 = 107 2 (least significant digit)
107/16 = 6 11 (hex B)
6/16 = 0 6  (most significant digit)

Thel‘efore, 171410 = 6B216'

Example 0-7
Convert the following hexadecimal numbers to decimal.
(a) 6B216
Solution:
6B2 hexadecimal = 160 = 2x1 =
11x161 = 11x16 = 176
6x162 = 6x256 = 1536
1714
Therefore, 6B2,¢ = 1714,
(b) 9F2D,
Solution:
9F2D hexadecimal = 13x169 = 13x1 = 13
ox161 = 2x16 = 32
15x16% = 15x256 = 3840
ox163 = 9x4096 = 36864
40749

Therefore, 9F2D16 = 40749]0.
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Decimal Binary Hex
Counting in bases 10, 2, and 16
_ _ 0 00000 0
To show the relationship between 1 00001 1
all three bases, in Figure 0-1 we show the 2 00010 Z
sequence of numbers from 0 to 31 in deci- 3 00011 3
mal, along with the equivalent binary and 4 00100 4
hex numbers. Notice in each base that > 00101 5
when one more is added to the highest g 8 8 % %g g
digit, that digit becomes zero and a 1 is 3 01000 2
carried to the next-highest digit position. 9 01001 g
For example, in decimal, 9+ I =0 witha 10 01010 2
carry to the next-highest position. In bi- 11 01011 B
nary, 1 + 1 =0 with a carry; similarly, in 12 01100 C
hex, F + 1 =0 with a carry. 13 01101 D
14 01110 E
Table 0-2: Binary Addition ! 2 g : é é : o
‘a ‘ ! ! 17 10001 11
4B Carry Sum 18 10010 12
L 0+0 _ 0 0 19 10011 13
' B i 20 10100 14
0+1 0 IR 2% 1810(1) 15
2 1011 16
—1+0 0 I 23 10111 17
1+1 10 24 11000 18
' 25 11001 19
Addition of binary and hex numbers %? % %8% 8 %%
The addition of binary numbers is 23 11197 1
a very straightforward process. Table 0-2 30 11110 1E
shows the addition of two bits. The dis- 31 11111 1F
cussion of subtraction of binary numbers
is bypassed since all computers use the
addition process to implement subtrac-

tion. Although computers have adder cir- Figure 0-1. Counting in 3 Bases
cuitry, there is no separate circuitry for

subtractors. Instead, adders are used in conjunction with 2% complement circuitry
to perform subtraction. In other words, to implement "x — »", the computer takes
the 2’s complement of y and adds it to x. The concept of 2’s complement is reviewed
next, but the process of subtraction of two binary numbers using 2’s complement is
shown in detail in Chapter 3. Example 0-8 shows the addition of binary numbers.

Example 0-8
Add the following binary numbers. Check against their decimal equivalents,
Solution:
Binary Decimal
1101 13
1001 9
+ 10110 22
101100 44

2’s complement

To get the 2’s complement of a binary number, invert all the bits and then
add 1 to the result. Inverting the bits is simply a matter of changing all Os to 1s and
Isto Os. This is called the / 5 complement. See Example 0-9.
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Example 0-9

Solution:

+

Take the 2’s complement of 10011101,

10011101 binary number

01100010 I’s complement
1

01100011 2’s complement

Addition and subtraction of hex numbers

In studying issues related to software and hardware of computers, it is often
necessary to add or subtract hex numbers. Mastery of these techniques is essential.
Hex addition and subtraction are discussed separately below.

Addition of hex numbers

This section describes the process of adding hex numbers. Starting with
the least significant digits, the digits are added together. If the result is less than 16,
write that digit as the sum for that position. Ifitis greater than 16, subtract 16 from
it to get the digit and carry 1 to the next digit. The best way to explain this s by
example, as shown in Example 0-10.

Example 0-10

Solution:

+ 94BE
B897

23D9

LSD: 9+ 14
1+13+11
1+ 3+4 = 8
MSD: 2+9=B

Perform hex addition: 23D9 + 84BE.

It

23 23 - 16 = 7 with a carry to next digit
25 25 — 16 = 9 with a carry to next digit

Subtraction of hex numbers

In subtracting two hex numbers, if the second digit is greater than the first,
borrow 16 from the preceding digit. See Example 0-11.

Example 0-11

Solution:
59F
— 2B8
2E7
LSD:

MSD:

Perform hex subtraction: 59F — 2B&.

8 from 15=7
11 from 25 (9 + 16) = 14, whichis E
2from4(5-1)=2
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ASCIl code

The discussion so far has revolved around the representation of number
systems. Since all information in the computer must be represented by Os and s,
binary patterns must be assigned-to letters and other characters. In the 1960s a
standard representation called ASCI7 (American Standard Code for Information
Interchange) was established. The ASCII (pronounced "ask-E") code assigns binary
patterns for numbers 0 to 9, all the letters of the English alphabet, both uppercase
(capital) and lowercase, and many control codes and punctuation marks. The great
advantage of this system is that it is used by most computers, so that information
can be shared among computers. The ASCII system uses a total of 7 bits to represent
each code. For example, 100 0001 is assigned to the uppercase letter "A" and 110
0001 is for the lowercase "a". Often, a zero is placed in the most significant bit
position to make it an 8-bit code. Figure 0-2 shows selected ASCII codes. A
complete list of ASCII codes is given in Appendix F. The use of ASCII is not only
standard for keyboards used in the United States and many other countries but also
provides a standard for printing and displaying characters by output devices such
as printers and monitors.

The pattern of ASCII codes was designed to allow for easy manipulation of ASCII data. For example,
digits 0 through 9 are represented by ASCII codes 30 through 39. This enables a program to easily
convert ASCII to decimal by masking off the "3" in the upper nibble. As another example, notice in
the codes listed below that there is a relationship between the uppercase and lowercase letters.
Namely, uppercase letters are represented by ASCII codes 41 through 5A while lowercase letters are
represented by ASCII codes 61 through 7A. Looking at the binary code, the only bit that is different
between uppercase "A" and lowercase "a" is bit 5. Therefore conversion between uppercase and low-
ercase is as simple as changing bit 5 of the ASCII code.

Hex Symbol Hex Symbol
41 A 61 a
42 B 62 b
43 C 63 c
44 D 64 d
45 E 65 e
48 F 66 f
47 G 67 g
48 H 68 h
49 | 69 i
4A J 6A i
4B K 6B k
4C L @ I
4D M €D m
4E N 6E n
4F O 6F o
50 P 70 p
51 Q 71 q
52 R 72 r
53 S 73 S
54 T 74 i
55 U 75 u
56 v 76 v
57 w 77 W
58 X 78 X
59 Y 79 y
5A Z 7A z

Figure 0-2. Alphanumeric ASCII Codes
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Review Questions

Why do computers use the binary number system instead of the decimal system?
Convert 3410 to binary and hex.

Convert 1101012 to hex and decimal.

Perform binary addition: 101100 + 101.

Convert 1011007 to its 2°s complement representation.

Add 36BH -+ F6H.

Subtract 36BH — F6H.

Write "80x86 CPUs" in its ASCII code (in hex form).

INSIDE THE COMPUTER

In this section we provide an introduction to the organization and internal
working of computers. The model used is generic, but the concepts discussed are
applicable to all computers, including the IBM PC, PS/2, and compatibles. Before
embarking on this subject, it will be helpful to review definitions of some of the
most widely used terminology in computer literature, such as K, mega, giga, byte,
ROM, RAM, and so on.

Some important terminology

One of the most important features of a computer is how much memory it
has. Next we review terms used to describe amounts of memory in IBM PCs and
compatibles. Recall from the discussion above that a bit is a binary digit that can
have the value 0 or 1. A byte is defined as 8 bits. A nibble is half a byte, or 4 bits.
Aword is two bytes, or 16 bits. The following display is intended to show the relative
size of these units. Of course, they could all be composed of any combination of
zeros and ones.

Bit 0
Nibble 0000
Byte 0000 0000
Word 0000 0000 0C00 0COC

A kilobyte is 210 bytes, which is 1024 bytes. The abbreviation K is often
used. For example, some floppy disks hold 356K bytes of data. A megabyte, or
meg as some call it, is 220 bytes. That is a little over 1 million bytes; it is exactly
1,048,576. Moving rapidly up the scale in size, a gigabyte is 230 bytes (over 1
billion), and a ferabyte is 240 bytes (over 1 trillion). As an example of how some
of these terms are used, suppose that a given computer has 16 megabytes of memory.
That would be 16 x 229, or 24 x 220, which is 224, Therefore 16 megabytes is 224
bytes.

Two types of memory commonly used in microcomputers are RAM, which
stands for random access memory (sometimes called read/write mentory),
and ROM, which stands for read-only memory. RAM is used by the computer for
temporary storage of programs that it is running. That data is lost when the computer
is turned off. For this reason, RAM is sometimes called volatile memory. ROM
contains programs and information essential to operation of the computer. The
information in ROM is permanent, cannot be changed by the user, and is not lost
when the power is turned off. Therefore, it is called nonvolatile memory.

Internal organization of computers

The internal working of every computer can be broken down into three
parts: CPU (central processing unit), memory , and /O (input/output) devices (see
Figure 0-3). The function of the CPU is to execute (process) information stored in
memory. The function of /O devices such as the keyboard and video monitor is to
provide a means of communicating with the CPU. The CPU is connected to memory
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and I/O through strips of wire called a bus. The bus nside a computer carries
information from place to place just as a street bus carmes people from place to place.
In every computer there are three types of buses: address bus, data bus, and control
bus.

For a device (memory or [/O) to be recognized by the CPU, it must be
assigned an address. The address assigned to a given device must be unique; no
two devices are allowed to have the same address. The CPU puts the address (of
course, in binary) on the address bus, and the decoding circuitry finds the device.
Then the CPU uses the data bus either to get data from that device or to send data
to it. The control buses are used to provide read or write signals to the device to
indicate if the CPU is asking for information or sending it information. Of'the three
buses, the address bus and data bus determine the capability of a given CPU.

Address bus
] ]

Memory Peripherals
CPU {monitor,
(RAM, ROM) printer, etc.)
] J
Data bus

Figure 0-3. Inside the Computer

More about the data bus

Since data buses are used to carry information in and out of a CPU, the more
data buses available, the better the CPU. If one thinks of data buses as highway
lanes, it is clear that more lanes provide a better pathway between the CPU and its
external devices (such as printers, RAM, ROM, etc.; see Figure 0-4). By the same
token, that increase in the number of lanes increases the cost of construction. More
data buses mean a more expensive CPU and computer. The average size of data
buses in CPUs varies between 8 and 64. Early computers such as Apple 2 used an
8-bit data bus, while supercomputers such as Cray use a 64-bit data bus. Data buses
are bidirecttonal, since the CPU must use them either to receive or to send data. The
processing power of a computer is related to the size of its buses, since an 8-bit bus
can send out 1 byte a time, but a 16-bit bus can send out 2 bytes at a time, which is
twice as fast.

More about the address bus

Since the address bus is used to identify the devices and memory connected
to the CPU, the more address buses available, the larger the number of devices that
can be addressed. In other words, the number of address buses for a CPU determines
the number of locations with which it can communicate. The number of locations
is always equal to 2%, where x is the number of address lines, regardless of the size
of the data bus. For example, a CPU with 16 address lines can provide a total of
65,536 (2'%) or 64K bytes of addressable memory. Each location can have a
maximum of 1 byte of data. This is due to the fact that all general-purpose
microprocessor CPUs are what is called byte addressable. As another example, the
IBM PC AT uses a CPU with 24 address lings and 16 data lines. In this case the
total accessible memory is 16 megabytes (224 = 16 megabytes). In this example
there would be 224 locations, and since each location is one byte, there would be 16
megabytes of memory. The address bus is a unidirectional bus, which means that
the CPU uses the address bus only to send out addresses. To summarize: The total
number of memory locations addressable by a given CPU is always equal to 2*
where x is the number of address bits, regardless of the size of the data bus.
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write
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f L 4 4 y v y

RAM ROM Printer Disk Monitor Key-
| board
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Data bus
Control bus

Figure 0-4. Internal Organization of Computers

CPU and its relation to RAM and ROM

For the CPU to process information, the data must be stored in RAM or
ROM. The function of ROM in computers is to provide information that is fixed
and permanent. This is information such as tables for character patterns to be
displayed on the video monitor, or programs that are essential to the working of the
computer, such as programs for testing and finding the total amount of RAM
installed on the system, or programs to display information on the video monitor.
In contrast, RAM is used to store information that is not permanent and can change
with time, such as various versions of the operating system and application packages
such as word processing or tax calculation packages. These programs are loaded
into RAM to be processed by the CPU. The CPU cannot get the information from
the disk directly since the disk is too slow. In other words, the CPU gets the
information to be processed, first from RAM (or ROM). Only if it is not there does
the CPU seek it from a mass storage device such as a disk, and then it transfers the
information to RAM. For this reason, RAM and ROM are sometimes referred to
as primary memory and disks are called secondary memory. Figure 0-4 shows a
block diagram of the internal organization of the PC.

Inside CPUs

A program stored in memory provides instructions to the CPU to perform
an action. The action can simply be adding data such as payroll data or controlling
a machine such as a robot. It is the function of the CPU to fetch these instructions
from memory and execute them. To perform the actions of fetch and execute, all
CPUs are equipped with resources such as the following:

. Foremost among the resources at the disposal of the CPU are a number of registers.

The CPU uses registers to store information temporarily. The information could be
two values to be processed, or the address of the value needed to be fetched from
memory. Registers inside the CPU can be 8-bit, 16-bit, 32-bit, or even 64-bit
registers, depending on the CPU. In general, the more and bigger the registers, the
better the CPU. The disadvantage of more and bigger registers is the increased cost
of such a CPU.

. The CPU also has what is called the ALU (arithmetic/logic unit). The ALU section

of the CPU is responsible for performing arithmetic functions such as add, subtract,
multiply, and divide, and logic functions such as AND, OR, and NOT.

. Every CPU has what is called a program counter. The function of the program

counter is to point to the address of the next instruction to be executed. As each
instruction is executed, the program counter is incremented to point to the address
of the next instruction to be executed. It is the contents of the program counter that
are placed on the address bus to find and fetch the desired instruction. In the IBM
PC, the program counter is a register called 1P, or the instruction pointer.
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4. The function of the instruction decoder is to interpret the instruction fetched into

1.

the CPU. One can think of the instruction decoder as a kind of dictionary, storing
the meaning of each instruction and what steps the CPU should take upon receiving
a given instruction. Just as a dictionary requires more pages the more words it
defines, a CPU capable of understanding more instructions requires more transistors
to design.

internal working of computers

To demonstrate some of the concepts discussed above, a step-by-step
analysis of the process a CPU would go through to add three numbers is given next.
Assume that an imaginary CPU has registers called A, B, C, and D. It has an 8-bit
data bus and a 16-bit address bus. Therefore, the CPU can access memory from
addresses 0000 to FFFFH (for a total of 10000H locations). The action to be
performed by the CPU is to put hexadecimal value 21 into register A, and then add
to register A values 42H and 12H. Assume that the code for the CPU to move a
value to register A is 1011 0000 (BOH) and the code for adding a value to register
Ais 0000 0100 (04H). The necessary steps and code to perform them are as follows.

Action Code Data
Move value 21H into register A BOH 21H
Add value 42H to register A 04H 42H
Add value 12H to register A 04H 12H

If the program to perform the actions listed above is stored in memory
locations starting at 1400H, the following would represent the contents for each
memory address location:

Memory address Contents of memory address

1400 {B0) the code for moving a value to register A
1401 {21)  the value to be moved

1402 (04) the code for adding a value to register A
1403 {42)  the value to be added

1404 (04)  the code for adding a value to register A
1405 (12)  the value to be added

1406 (F4)  the code for halt

The actions performed by the CPU to run the program above would be as
follows:
The CPU’s program counter can have a value between 0000 and FFFFH. The
program counter must be set to the value 1400H, indicating the address of the first
instruction code to be executed. After the program counter has been loaded with
the address of the first instruction, the CPU is ready to execute.

2. The CPU puts 1400H on the address bus and sends it out. The memory circuitry

finds the location while the CPU activates the READ signal, indicating to memeory
that it wants the byte at location 1400H. This causes the contents of memory
location 1400H, which is BO, to be put on the data bus and brought into the CPU.

. The CPU decodes the instruction BO with the help of its instruction decoder

dictionary. When it finds the definition for that instruction it knows it must bring
into register A of the CPU the byte in the next memory location. Therefore, it
commands its controller circuitry to do exactly that. When it brings in value 21H
from memory location 1401, it makes sure that the doors of all registers are closed
exceptregister A. Therefore, when value 21H comes into the CPU it will go directly
into register A. After completing one instruction, the program counter points to the
address of the next instruction to be executed, which 1n this case is 1402H. Address
1402 is sent out on the address bus to fetch the next instruction,

. From memory location 1402H it fetches code 04H. After decoding, the CPU knows

that it must add to the contents of register A the byte sitting at the nextaddress (1403).
After it brings the value (in this case 42H) into the CPU, it provides the contents of

12
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register A along with this value to the ALU to perform the addition. It then takes
the result of the addition from the ALU’s output and puts it in register A. Meanwhile
the program counter becomes 1404, the address of the next instruction.

. Address 1404H is put on the address bus and the code 1s fetched into the CPU,

decoded, and executed. This code is again adding a value toregister A. The program
counter is updated to 1406H.

. Finally, the contents of address 1406 are fetched in and executed. This HALT

instruction tells the CPU to stop incrementing the program counter and asking for
the next instruction. In the absence of the HALT, the CPU would continue updating
the program counter and fetching instructions.

Now suppose that address 1403H contained value 04 instead of 42H. How
would the CPU distinguish between data 04 to be added and code 047 Remember
that code 04 for this CPU means move the next value into register A. Therefore,
the CPU will not try to decode the next value. It simply moves the contents of the
following memory location into register A, regardless of its value.

Review Questions

How many bytes is 24 kilobytes?

What does "RAM" stand for? How is it used in computer systems?

What does "ROM" stand for? How is it used in computer systems?

Why is RAM called volatile memory?

List the three major components of a computer system.

What does "CPU" stand for? Explain its function in a computer.

List the three types of buses found in computer systems and state briefly the pur-
pose of each type of bus.

State which of the following is unidirectional and which is bidirectional.

(a) data bus (b) address bus

If an address bus for a given computer has 16 lines, then what is the maximum
amount of memory it can access?

What does "ALU" stand for? What is its purpose?

How are registers used in computer systems?

What is the purpose of the program counter?

What is the purpose of the instruction decoder?

BRIEF HISTORY OF THE CPU

In the 1940s, CPUs were designed using vacuum tubes. The vacuum tube
was bulky and consumed a lot of electricity. For example, the first large-scale digital
computer, ENIAC, consumed 130,000 watts of power and occupied 1500 square
feet. The invention of transistors changed all of that. In the 1950s, transistors
replaced vacuum tubes in the design of computers. Then in 1959, the first IC
(integrated circuit) was invented. This set into motion what many people believe is
the second industrial revolution. In the 1960s the use of IC chips in the design of
CPU boards became common. It was not until the 1970s that the entire CPU was
put on a single IC chip. The first working CPU on a chip was invented by Intel in
1971. This CPU was called a microprocessor. The first microprocessor, the 4004,
had a 4-bit data bus and was made of 2300 transistors. It was designed primarily
for the hand-held calculator but soon came to be used in applications such as
traffic-light controllers. The advances in IC fabrication made during the 1970s made
it possible to design microprocessors with an 8-bit data bus and a 16-bit address bus.
By the late 1970s, the Intel 8080/85 was one of the most widely used microproces-
sors, appearing in everything from microwave ovens to homemade computers.
Meanwhile, many other companies joined in the race for faster and better micro-
processors. Notable among them was Motorola with its 6800 and 68000 microproc-
essors. Apple’s Macintosh computers use the 68000 series microprocessors. Figure
0-5 shows a block diagram of the internal structure of a CPU.
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Figure 0-5. internal Block Diagram of a CPU

CISC vs. RISC

Until the early 1980s, all CPUs, whether single-chip or whole-board,
followed the CISC (complex instruction set computer) design philosophy. CISC
refers to CPUs with hundreds of instructions designed for every possible situation.
To design CPUs with so many instructions consumed not only hundreds of thou-
sands of transistors, but also made the design very complicated, time-consuming,
and expensive. In the early 1980s, a new CPU design philosophy called RISC
(reduced instruction set computer) was developed. The proponents of RISC argued
that no one was using all the instructions etched into the brain of CISC-type CPUs.
Why not streamline the instructions by simplifying and reducing them from hun-
dreds to around 40 or so and use all the transistors that are saved to enhance the
power of the CPU? Although the RISC concept had been explored by computer
scientists at IBM as early as the 1970s, the first working single-chip RISC micro-
processor was implemented by a group of researchers at the University of Califorma
at Berkeley in 1980. Today the RISC design philosophy is no longer an experiment
limited to research laboratories. Since the late 1980s, many companies designing
new CPUs (either single-chip or whole-board) have used the RISC philosophy. It
appears that eventually the only CISC microprocessors remaining in use will be
members of the 80x86 family (8086, 8088, 80286, 80386, 80486, 80586, etc.) and
the 680x0 family (68000, 68010, 68020, 68030, 68040, 68050, etc.). The 80x86
will be kept alive by the huge base of IBM PC, PS, and compatible computers, and
the Apple Macintosh is prolonging the life of 680x0 microprocessors.

Review Questions

1. What is a microprocessor?

2. Describe briefly how advances in technology have affected the size, cost, and avail-
ability of computer systems.

3. Explain the major difference between CISC and RISC computers.
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SUMMARY

PROBLEMS

The binary number system represents all numbers with a combination of
the two binary digits, 0 and 1. The use of binary systems is necessary in digital
computers because only two states can be represented: on or off. Any binary number
can be coded directly into its hexadecimal equivalent for the convenience of humans.
Converting from binary/hex to decimal, and vice versa, is a straightforward process
that becomes casy with practice. The ASCII code is a binary code used to represent
alphanumeric data internally in the computer. It is frequently used in peripheral
devices for input and/or output.

The major components of any computer system are the CPU, memory, and
I/0 devices. "Memory™ refers to temporary or permanent storage of data. In most
systems, memory can be accessed as bytes or words. The terms kilobyte, megabyte,
gigabyte, and terabyte are used to refer to large numbers of bytes. There are two
main types of memory in computer systems: RAM and ROM. RAM (random access
memory) is used for temporary storage of programs and data, ROM (read-only
memory) is used for permanent storage of programs and data that the computer
system must have in order to function. All components of the computer system are
under the control of the CPU. Peripheral devices such as 1I/O (input/output) devices
allow the CPU to communicate with humans or other computer systems. There are
three types of buses in computers: address, control, and data. Control buses are used
by the CPU to direct other devices. The address bus is used by the CPU to locate a
device or a memory location. Data buses are used to send information back and forth
between the CPU and other devices.

As changes in technology were incorporated into the design of computers,
their cost and size were reduced dramatically. The earliest computers were as large
as an average home and were available only to a select group of scientists. The
invention of transistors and subsequent advances in their design have made the
computer commonly available, As the limits of hardware innovation have been
approached, computer designers are looking at new design techniques, such as RISC
architecture, to enhance computer performance.

. Convert the following decimal numbers to binary.

(a) 12 (b) 123 {c)63 (d) 128 (e) 1000
Convert the following binary numbers to decimal.
(a) 100100 (b) 1000001  {c) 11101 (d) 1010 (¢) 00100010

Convert the values in Problem 2 to hexadecimal.

Convert the following hex numbers to binary and decimal.

(a) 2B9H (b) F44H {c) 912H (d) 2BH (e) FFFFH
Convert the values in Problem 1 to hex.

Find the 2’s complement of the following binary numbers.

(a) 1001010  (b) 111001 (c) 10000010 (d) 111110001

Add the following hex values.

(a) 2CH+3FH (b) F34H+5D6H (c) 20000H+12FFH (d) FFFFH+2222H
Perform hex subtraction for the following.

(a) 24FH-129H (b) FE9H-5CCH (c) 2FFFFH-FFFFFH (d) 9FF25H-4DD99H
Show the ASCII codes for numbers 0, 1, 2, 3, ..., 9 in both hex and binary.
Show the ASCII code (in hex) for the following string:

"UJ.S.A. is a country” CR,LF

"in North America" CR,LF

CR is carriage return

LF is line feed

SUMMARY
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11.

12.

13.

14.

15.

16.

17.
18.
20.

Answer the following:

(a) How many nibbles are 16 bits?

{(b) How many bytes are 32 bits?

(c) If a word is defined as 16 bits, how many words is a 64-bit data item?

(d) What is the exact vaiue (in decimal) of 1 meg?

(e) How many K is | meg?

(f) What is the exact value (in decimal) of giga?

(g) How many K is 1 giga?

(h) How many meg is 1 giga?

(1) If a given computer has a total of 8 megabytes of memory, how many bytes
(in decimal} is this? How many kilobytes is this?

A given mass storage device such as a hard disk can store 2 gigabytes of informa-

tion. Assuming that each page of text has 25 rows and each row has 80 columns

of ASCII characters (each character = 1 byte), approximately how many pages of

information can this disk store?

In a given byte-addressable computer, memory locations 10000H to 9FFFFH are

available for user programs. The first location is 10000H and the last location is

9FFFFH. Calculate the following:

(a) The total number of bytes available (in decimal)

(b) The total number of kilobytes (in decimal)

A given computer has a 32-bit data bus. What is the largest number that can be

carried into the CPU at a time?

Below are listed several computers with their data bus widths. For each com-

puter, list the maximum value that can be brought into the CPU at a time (in both

hex and decimal).

(a) Apple 2 with an 8-bit data bus

(b) IBM PS/2 with a [6-bit data bus

(c) IBM PS/2 model 80 with a 32-bit data bus

(d) CRAY supercomputer with a 64-bit data bus

Find the total amount of memory, in the units requested, for each of the following

CPUs, given the size of the address buses.

(a) 16-bit address bus (in K)

(b) 24-bit address bus (in meg)

(c) 32-bit address bus (in megabytes and gigabytes)

(d) 48-bit address bus (in megabytes, gigabytes and terabytes)

Regarding the data bus and address bus, which is unidirectional and which is bi-

directional?

Which register of the CPU holds the address of the instruction to be fetched?

Which section of the CPU is responsible for performing addition?

Which type of CPU (CISC or RISC) has the greater variety of instructions?

ANSWERS TO REVIEW QUESTIONS

SECTION 0.1: NUMBERING AND CODING SYSTEMS

NS RN

010100
461
275

. Computers use the binary system because each bit can have one of two voltage levels: on and off.
. 3445 =100010,= 2245
. 1MO1012 = 3545 = 534
. 1110001

38307838362043505573
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SECTION 0.2: INSIDE THE COMPUTER

— —
PRToe® N oupwe Mo

24 576

random access memory; it is used for temporary storage of programs that the CPU is running, such as
the operating system, word processing programs, efc.

read-only memory; it is used for permanent programs such as those that control the keyboard, etc.
the contents of RAM are lost when the computer is powered off

the CPU, memory, and /O devices

central processing unit; it can be considered the "brain" of the computer, it executes the programs and
controls all other devices in the computer

the address bus carries the location (address) needed by the CPU; the data bus carries information in
and out of the CPU; the control bus is used by the CPU to send signals controlling /O devices

(a) bidirectional  {b) unidirectionai

64K, or 65,536 bytes

arithmetic/logic unit; it performs all arithmetic and logic operations

for temporary storage of information

. it holds the address of the next instruction to be executed
. it tells the CPU what steps to perform for each instruction

SECTION 0.3: BRIEF HISTORY OF THE CPU

. a CPU on a single chip

The transition from vacuum tubes to transistors to ICs reduced the size and cost of computers and
therefore made them more widely available.
CISC computers use many instructions whereas RISC computers use a small set of instructions.

ANSWERS TO REVIEW QUESTIONS
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THE 80x86 MICROPROCESSOR
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SECTION 1.1:

This chapter begins with a history of the evolution of Intel’s family of
microprocessors. The second section is an overview of the internal workings of
80x86 microprocessors. An introductionto 80x86 Assembly language programming
is given in the third section. The fourth and fifth sections cover segments of
Assembly language programs and how physical addresses are generated. Finally,
the last section describes in detail the addressing modes of the 80x86.

BRIEF HISTORY OF THE 80x86 FAMILY

In this section we trace the evolution of Intel’s family of microprocessors
from the late 1970s, when the personal computer had not yet found widespread
acceptance, to the powerful microcomputers widely in use today.

Evolution from 8080/8085 to 8086

In 1978, Intel Corporation introduced a 16-bit microprocessor called the
8086. This processor was a major improvement over the previous generation
8080/8085 series Intel microprocessors in several ways. First, the 8086’s capacity
of 1 megabyte of memory exceeded the 8080/8085’s capability of handling a
maximum of 64K bytes of memory. Second, the 8080/8085 was an 8-bit system,
meaning that the microprocessor could work on only 8 bits of data at a time. Data
larger than 8 bits had to be broken into B-bit pieces to be processed by the CPU. In
contrast, the 8086 is a 16-bit microprocessor. Third, the 8086 was a pipelined
processor, as opposed to the nonpipelined 8080/8085. In a system with pipelining,
the data and address buses are busy transferring data while the CPU is processing
information, thereby increasing the effective processing power of the microproces-
sor. Although pipelining was a common feature of mini- and mainframe computers,
Intel was a pioneer in putting pipelining on a single-chip microprocessor. Pipelining
is discussed further in Section 1.2.

Evolution from 8086 to 8088

The 8086 is a microprocessor with a 16-bit data bus internally and exter-
nally, meaning that all registers are 16 bits wide and there is a 16-bit data bus to
transfer data in and out of the CPU. Although the introduction of the 8086 marked
a great advancement over the previous generation of microprocessors, there was
still some resistance in using the 16-bit external data bus since at that time all
peripherals were designed around an 8-bit microprocessor. In addition, a printed
circuit board with a 16-bit data bus was much more expensive. Therefore, Intel
came out with the 8088 version. It is identical to the 8086 as far as programming
is concerned, but externally it has an 8-bit data bus instead of a 16-bit bus. It has
the same memory capacity, | megabyte,

Success of the 8088

In 1981, Intel’s fortunes changed forever when IBM picked up the 8088 as
their microprocessor of choice in designing the IBM PC. The 8088-based IBM PC
was an enormous success, largely because IBM and Microsoft (the developer of the
MS-DOS operating system) made it an open system, meaning that all documentation
and specifications of the hardware and software of the PC were made public. This
made it possible for many other vendors to clone the hardware successfully and thus
spawned a major growth in both hardware and software designs based on the IBM
PC. Thisis in contrast with the Apple computer, which was a closed system, blocking
any attempt at cloning by other manufacturers, both domestically and overseas.

Other microprocessors: the 80286, 80386, and 80486

With a major victory behind Intel and a need from PC users for a more
powerful microprocessor, Intel introduced the 80286 in 1982. Its features included
16-bit internal and external data buses; 24 address lines, which give 16 megabytes
of memory (224 = 16 megabytes); and most significantly, virtual memory. The

SECTION 1.1: BRIEF HISTORY OF THE 80x86 FAMILY
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80286 can operate in one of two modes: real mode or protected mode. Real mode
is simply a faster 8088/8086 with the same maximum of 1 megabyte of memory.
Protected mode allows for 16M of memory but is also capable of protecting the
operating system and programs from accidental or deliberate destruction by a user,
a feature that is absent in the single-user 8088/8086. Virtual memory is a way of
fooling the microprocessor into thinking that it has access to an almost unlimited
amount of memory by swapping data between disk storage and RAM. IBM picked
up the 80286 for the design of the IBM PC AT, and the clone makers followed IBM’s
lead.

With users demanding even more powerful systems, in 1985 Intel intro-
duced the 80386 (sometimes called 80386DX), internally and externally a 32-bit
microprocessor with a 32-bit address bus. It is capable of handling physical memory
of up to 4 gigabytes (232). Virtual memory was increased to 64 terabytes (246). All
microprocessors discussed so far were general-purpose microprocessors and could
not handle mathematical calculations rapidly. For this reason, Intel introduced
numeric data processing chips, called math coprocessors, such as the 8087, 80287,
and 80387. Later Intel introduced the 386SX, which is internally identical to the
80386 but has a 16-bit external data bus and a 24-bit address bus which gives a
capacity of 16 megabytes (224) of memory. This makes the 386SX system much
cheaper. With the introduction of the 80486 in 1989, Intel put a greatly enhanced
version of the 80386 and the math coprocessor on a single chip plus additional
features such as cache memory. Cache memory is static RAM with a very fastaccess
time. Table 1-1 summarizes the evolution of Intel’s microprocessors. It must be
noted that all programs written for the 8086/88 will run on 286, 386, and 486
computers. The advances made in the Pentium and Pentium Pro are summarized in

Chapter 9.
Table 1-1: Evolution of Intel’s Microprocessors
Product 8080 8085 | 8086 | 8088 | 80286 80386 | _ 80486
Year introduced } 1974 : 1976 1978 1979 1982 ' 1985 1989 :
Clockrate (MHz) | 2-3 | 3-8 [ 5-10 5-8 | 6-16 | 16:33 _ 25-50
No. transistors 14500 | 6500 \ 29.000 | 29,000 | 130,000 | 275,000 | 1.2 million____ji
Physical memory 64K | 64K L 1M IM _16M = 4G j 4G ii
Internal databus 8 8 16 . 16 . 16 32 32
‘Externaldatabus . 8 | 8 16 8 | 16 ) 32
Address bus - 16 16 i 20 20 0 24 - 32 32
Data type (bits) 8 8 | 816 | 8,16 | 8,16 '8, 16,32 8.16,32

Notes:
1. The 80386SX architecture is the same as the 80386 except that the external data bus is 16 bits in the $X as opposed 1o
32 bits, and the address bus is 24 bits instead of 32; therefore, physical memory is 16MB.
2. Clock rates range from the rates when the product was introduced to current rates; some rates have risen during this time.

Review Questions

Name three features of the 8086 that were improvements over the 8080/8085.

What is the major difference between 8088 and 8086 microprocessors?

Give the size of the address bus and physical memory capacity of the following:

(a) 8086 (b) 80286 (c) 80386

4. The 80286isa -bit microprocessor, whereas the 80386 is a -bit
MIiCTOPIOCEsSSOr.

State the major difference between the 80386 and the 80386SX.

List additional features introduced with the 80286 that were not present in the 8086.
List additional features of the 80486 that were not present in the 80386.

bl Sl
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EXECUTION UNIT (EU) BUS INTERFACE UNIT (BIU)

AH | AL CS
BH | BL ES
CH | cL SS
DH | DL DS
BP IP
Dl F 3
Sl
SP
F 3 F
L J
ol g address
x x multiplexe generation and I
bus bus control
A 4 v 1l
operands
r Y F )
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7 queue
ALU / |
__/
F 3
L 4
flags

Figure 1-1. Internal Block Diagram of the 8088/86 CPU
(Reprinted by permission of Intel Corporation, Copyright Intel Corp. 1989)

SECTION 1.2: INSIDE THE 8088/8086

In this section we explore concepts important to the internal operation of
the 8088/86, such as pipelining and registers. See the block diagram in Figure 1-1.

Pipelining

There are two ways to make the CPU process information faster: increase
the working frequency or change the intemal architecture of the CPU. The first
option is technology dependent, meaning that the designer must use whatever
technology is available at the time, with consideration for cost. The technology and
materials used in making ICs (integrated circuits) determine the working frequency,
power consumption, and the number of transistors packed into a single-chip micro-
processor. A detailed discussion of IC technology is beyond the scope of this book.
It is sufficient for the purpose at hand to say that designers can make the CPU work
faster by increasing the frequency under which it runs if technology and cost allow.
The second option for improving the processing power of the CPU has to do with
the internal working of the CPU. In the 8085 microprocessor, the CPU could either

SECTION 1.2: INSIDE THE 8088/8086
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fetch or execute at a given time. In other words, the CPU had to fetch an instruction
from memory, then execute it and then fetch again, execute it, and so on. The 1dea
of pipelining in its simplest form is to allow the CPU to fetch and execute at the
same time as shown in Figure 1-2. It is important to point out that Figure 1-2 is not
meant to imply that the amount of time for fetch and execute are equal.

nonpipelined fetch 1 exec 1 fetch 2 exec 2
(e.g., 8085)
pipelined fetch 1 exec 1
(e.g., 8086)
fetch 2 exec 2

fetch 3 exec 3

Figure 1-2. Pipelined vs. Nonpipelined Execution

Intel implemented the concept of pipelining in the 8088/86 by splitting the
internal structure of the microprocessor into two sections: the execution unit (EU)
and the bus interface unit (BIU). These two sections work simultancously. The
BIU accesses memory and peripherals while the EU executes instructions pre-
viously fetched. This works only if the BIU keeps ahead of the EU; thus the BIU
of the 8088/86 has a buffer, or queue (see Figure 1-1). The buffer is 4 bytes long in
the 8088 and 6 bytes in the 8086. If any instruction takes too long to execute, the
queue is filled to its maximum capacity and the buses wili sit idle. The BIU fetches
anew instruction whenever the queue has room for 2 bytes in the 6-byte 8086 queue,
and for 1 byte in the 4-byte 8088 queue. In some circumstances, the microprocessor
must flush out the queue. For example, when a jump instruction is executed, the
BIU starts to fetch information from the new location in memory and information
in the queue that was fetched previously is discarded. In this situation the EU must
wait until the BIU fetches the new instruction. This is referred to in computer
science terminology as a branch penalty. 1n a pipelined CPU, this means that too
much jumping around reduces the efficiency of a program. Pipelining in the
8088/86 has two stages: fetch and execute, but in more powerful computers
pipelining can have many stages. The concept of pipelining combined with an
increased number of data bus pins has, in recent years, led to the design of very
powerful microprocessors.

Registers

In the CPU, registers are used to
store information temporarily. That in- _AX )
formation could be one or two bytes of 16-bit register
data to be processed or the address of data.
The registers of the 8088/86 fall into the AH AL
six categories outlined in Table 1-2. The 8-bit reg. | 8-bitreg.
general-purpose registers in 8088/86 mi-
croprocessors can be accessed as either
16-bit or 8-bit registers. All other registers can be accessed only as the full 16 bits.
In the 8088/86, data types are either 8 or 16 bits. To access 12-bit data, for example,
a 16-bit register must be used with the highest 4 bits set to 0. The bits of a register
are numbered in descending order, as shown below.
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16-bit register:

L=

SECTION 1.3:

D7 |D6 |D5 D3 |DZ2 [D1 (DO

8-bit register:

Di5|/D14]|D13]D12{D11|D10|D9 |D8 |D7 |D6 |D5 (D4 |D3 |D2 |D1 |DO

Different registers in the 8088/86 are used for different functions, and since
some instructions use only specific registers to perform their tasks, the use of
registers will be described in the context of instructions and their application in a
given program. The first letter of each general register indicates its use. AX is used
for the accumuiator, BX as a base addressing register, CX is used as a counter in
loop operations, and DX is used to point to data in 1/O operations.

Table 1-2: Registers of the 8086/286 by Category

%Categorv Bits __|Register Names

General 16 AX BX,CX,DX

. 8 AH, AL, BH, BL, CH, CL, DH, DL

:__I_’wg_)__int_g:_r_ ., 16 | SP(stack pointer), BP (base pointer) ‘

Index 77ﬁ 16 SI (source index)}, DI (destination index) j.

|Segment 16 CS (code segment), DS (data segment), i
SS (stack segment), ES (extra segment)

Instruction i 16 IP {instruction pointer)

Flag 16 |[FR (flag register) B )

Note:

The general registers can be accessed as the full 16 bits (such as AX), or as
the high byte only (AH) or low byte only (AL).

Review Questions

Explain the functions of the EU and the BIU.

What is pipelining, and how does it make the CPU execute faster?
Registers of the 8086 are either bits or bits in length.
List the 16-bit registers of the 8086.

INTRODUCTION TO ASSEMBLY PROGRAMMING

While the CPU can work only in binary, it can do so at very high speeds.
However, it is quite tedious and slow for humans to deal with Os and s in order to
program the computer. A program that consists of 0s and Is is called machine
language, and in the early days of the computer, programmers actually coded
programs in machine language. Although the hexadecimal system was used as a
more efficient way to represent binary numbers, the process of working in machine
code was still cumbersome for humans. Eventually, Assembly languages were
developed, which provided mnemonics for the machine code instructions, plus other
features that made programming faster and less prone to error. The term mnemonic
is frequently used in computer science and engineering literature to refer to codes
and abbreviations that are relatively easy to remember. Assembly language pro-
grams must be translated into machine code by a program called an assembler.
Assembly language is referred to as a low-level language because it deals directly
with the internal structure of the CPU. To program in Assembly language, the
programmer must know the number of registers and their size, as well as other details
of the CPU.

SECTION 1.3: INTRODUCTION TO ASSEMBLY PROGRAMMING
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Today, one can use many different programming languages, such as Pascal,
BASIC, C, and numerous others. These languages are called high-level languages
because the programmer does not have to be concerned with the internal details of
the CPU. Whereas an assembler is used to translate an Assembly language program
into machine code (sometimes called object code), high-level languages are trans-
lated into machine code by a program called a compiler. For instance, to write a
program in C, one must use a C compiler to translate the program into machine
language.

There arc numerous assemblers available for translating 80x86 Assembly
language programs into machine code. One of the most commonly used assemblers,
MASM by Microsoft, is introduced in Chapter 2. The present chapter is designed
to correspond to Appendix A: DEBUG programming. The program in this chapter
can be entered and run with the use of the DEBUG program. If you are not familiar
with DEBUG, refer to Appendix A for a tutorial introduction. The DEBUG utility
is provided with the DOS operating system and therefore is widely accessible.

Assembly language programming

An Assembly language program consists of, among other things, a series
of lines of Assembly language instructions. An Assembly language instruction
consists of a mnemonic, optionally followed by one or two operands. The operands
are the data items being manipulated, and the mnemonics are the commands to the
CPU, telling 1t what to do with those items. We introduce Assembly language
programming with two widely used instructions: the move and add instructions.

MOV instruction

Simply stated, the MOV instruction copies data from one location to
another. It has the following format:

MOV  destination,source ;copy source operand to destination

This instruction tells the CPU to move (in reality, copy) the source operand
to the destination operand. For example, the nstruction "MOV DX,CX" copies the
contents of register CX to register DX. After this instruction is executed, register
DX will have the same value as register CX. The MOV instruction does not affect
the source operand. The following program first loads CL with value 55H, then
moves this value around to various registers inside the CPU.

MOV  CL,55H ;move 55H into register CL

MOV DL,CL ;copy the contents of CL into DL {now DL=CL=55H)
MOV  AH,DL ;copy the contents of DL into AH (now AH=DL=55H)
MOV AL AH ;copy the contents of AH into AL (now AL=AH=55H)
MOV BH,CL ;copy the contents of CL into BH {(now BH=CL=55H)
MOV CH,BH ;copy the contents of BH into CH (now CH=BH=55H)

The use of 16-bit registers is demonstrated below.

MOV  CX468FH :move 468FH into CX (now CH=46,CL=8F)

MOV  AX,CX ;copy contents of CX to AX (now AX=CX=468FH)
MOV DX,AX ;copy contents of AX to DX (now DX=AX=468FH)
MOV  BX,DX ;copy contents of DX to BX (now BX=DX=468FH)
MOV  Di,BX ;now DI=BX=468FH

MOV  SI.DA ;now SI=D=468FH

MOV  DS,SI ;now DS=S1=468FH

MOV BPDI ;now BP=DI=468FH

Int the 8086 CPU, data can be moved among all the registers shown in Table
1-2 (except the flag register) as long as the source and destination registers match
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in size. Code such as "MOV AL,DX" will cause an error, since ong ¢annot move
the contents of a 16-bit register into an 8-bit register. The exception of the flag
register means that there is no such instruction as "MOV FR AX". Loading the flag
register is done through other means, discussed in later chapters.

If data can be moved among all registers including the segment registers,
can data be moved directly into all registers? The answer is no. Data can be moved
directly into nonsegment registers only, using the MOV instruction. For example,
look at the following instructions to see which are legal and which are illegal.

MOV AX,58FCH ;move 58FCH into AX (LEGAL)

MOV DX,6678H :move 6678H into DX (LEGAL)
MOV  S51,824BH :move 924B into S| {(LEGAL)
MOV  BP,2458H :move 2458H into BP (LEGAL)
MOV DS,2341H ;move 2341H into DS {ILLEGAL)
MOV  CX,8876H ;move 8876H into CX  (LEGAL)
MOV  CS,3F47H ;move 3F47H into CS  (ILLEGAL)
MOV  BH,98H ;move 99H into BH {LEGAL)

From the discussion above, note the following three points:

1. Values cannot be loaded directly into any segment register (CS, DS, ES, or S8). To
load a value into a segment register, first load it to a nonsegment register and then
move it to the segment register, as shown next.

MOV  AX,2345H :load 2345H into AX

MOV DS AX :then load the value of AX into DS

MOV DI, 1400H :load 1400H into D!

MOV ES,DI :then move it into ES, now ES=DI=1400

2. If a value less than FFH is moved into a 16-bit register, the rest of the bits are
assumed to be all zeros. For example, in "MOV BX,5" the result will be BX = 0005,
that is, BH = 00 and BL = 05.

3. Moving a value that is too large into a register will cause an error.

MOV  BL,7F2H ILLEGAL: 7F2H is larger than 8 bits
MOV  AX,2FE456H ILLEGAL: the value is larger than AX

ADD instruction
The ADD instruction has the following format:
ADD destination,source ;ADD the source operand to the destination
The ADD instruction tells the CPU to add the source and the destination

operands and put the result in the destination. To add two numbers such as 25H and
34H, each can be moved to a register and then added together:

MOV  AL,25H ;move 25 into AL
MOV  BL,34H :move 34 into BL
ADD ALBL :AL=AL + BL

Executing the program above results in AL = 59H (25H + 34H = 59H) and
BL = 34H. Notice that the contents of BL. do not change. The program above can
be written in many ways, depending on the registers used. Another way might be:
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MOV DH,25H :move 25 into DH
MOV  CL,34H ;move 34 into CL
ADD DH,CL ;add CLto DH: DH =DH + CL

The program above results in DH = 59H and CL = 34H. There are always
many ways to write the same program. One question that might come to mind after
looking at the program above is whether it is necessary to move both data items into
registers before adding them together. The answer is no, it is not necessary. Look
at the following variation of the same program:

MOV  DH,25H :load one operand into DH
ADD DH,34H ;:add the second operand to DH

In the case above, while one register contained one value, the second value
followed the instruction as an operand. This is called an immediate operand. The
examples shown so far for the ADD and MOV instructions show that the source
operand can be either a register or immediate data. Tn the examples above, the
destination operand has always been a register. The format for Assembly language
instructions, descriptions of their use, and a listing of legal operand types are
provided in Appendix B.

The largest number that an 8-bit register can hold is FFH. To use numbers
larger than FFH (255 decimal), 16-bit registers such as AX, BX, CX, or DX must
be used. For example, to add two numbers such as 34EH and 6A5H, the following
program can be used:

MOV  AX,34EH :move 34EH into AX
MOV DX,8A5H :move 6A5H into DX

ADD DXAX ;add AX to DX: DX = DX + AX

Running the program above gives DX = 9F3H (34E + 6A5 = 9F3) and AX
=34E. Again, any 16-bit nonsegment registers could have been used to perform the
action above:

MOV  CX34EH ;load 34EH into CX
ADD CX,6A5H ;add 6A5H to CX (now CX=9F3H)

The general-purpose registers are typically used in arithmetic operations.
Register AX is sometimes referred to as the accumulator.

Review Questions

—_—

Write the Assembly language instruction to move value 1234H into register BX.

2. Write the Assembly language instructions to add the values 16H and ABH. Place
the result in register AX.

3. No value can be moved directly into which registers?

4.  What is the largest hex value that can be moved into a 16-bit register? Into an 8-bit

register? What are the decimal equivalents of these hex values?

SECTION 1.4: INTRODUCTION TO PROGRAM SEGMENTS

A typical Assembly language program consists of at least three segments:
a code segment, a data segment, and a stack segment. The code segment contains
the Assembly language instructions that perform the tasks that the program was
designed to accomplish. The data segment is used to store information (data) that
needs to to be processed by the instructions in the code segment. The stack is used
to store information temporarily. In this section we describe the code and data
segments of a program in the context of some examples and discuss the way data is
stored in memory. The stack segment is covered in Section 1.5.
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Origin and definition of the segment

A segment is an area of memory that includes up to 64K bytes and begins
on an address evenly divisible by 16 (such an address ends in 0H). The segment
size of 64K bytes came about because the 8085 microprocessor could address a
maximum of 64K bytes of physical memory since it had only 16 pins for the address
lines (216 =64K). This limitation was carried into the design of the 8088/86 to ensure
compatibility. Whereas in the 8085 there was only 64K bytes of memory for all
code, data, and stack information, in the 8088/86 there can be up to 64K bytes of
memory assigned to each category. Within an Assembly language program, these
categories are called the code segment, data segment, and stack segment. For this
reason, the 8088/86 can only handle a maximum of 64K bytes of code and 64K bytes
of data and 64K bytes of stack at any given time, although it has a range of 1
megabyte of memory because of its 20 address pins (220 = 1 megabyte). How to
move this window of 64K bytes to cover all 1 megabyte of memory is discussed
below, after we discuss logical address and physical address.

Logical address and physical address

In Intel literature concerning the 8086, there are three types of addresses
mentioned frequently: the physical address, the offset address, and the logical
address. The physical address is the 20-bit address that is actually put on the address
pins of the 8086 microprocessor and decoded by the memory interfacing circuitry.
This address can have a range of 00000H to FFFFFH for the 8086 and real-mode
286, 386, and 486 CPUs. This is an actual physical location in RAM or ROM within
the 1 megabyte memory range. The offset address is a location within a 64K-byte
segmentrange. Therefore, an offset address can range from 0000H to FFFFH. The
logical address consists of a segment value and an offset address. The differences
among these addresses and the process of converting from one to another is best
understood in the context of some examples, as shown next.

Code segment

To execute a program, the 8086 cs P

fetches the instructions (opcodes and op- 2ls510l0):19l51F|3

erands) from the code segment. The logi-
cal address of an instruction always
consists of a CS (code segment) and an IP (instruction pointer), shown in CS:IP
format. The physical address for the location of the instruction is generated by
shifting the CS left one hex digit and then adding it to the IP. [P contains the offset
address. The resulting 20-bit address is called the physical address since it is put
on the external physical address bus pins to be decoded by the memory decoding
circuitry. To clarify this important concept, assume values in CS and [P as shown
in the diagram. The offset address is contained in IP; in this case it is 95F3H. The
logical address is CS:IP, or 2500:95F3H. The physical address will be 25000 + 95F3
= 2ESF3H. The physical address of an instruction can be calculated as follows:

1, Start with CS. 2(5]0/(0
2. Shift left CS. 2510100
3.Add IP. STelsTF T3
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The microprocessor will retrieve the instruction from memory locations
starting at 2ESF3. Since IP can have a minimum value of 0000H and a maximum
of FFFFH, the logical address range in this example is 2500:0000 to 2500:FFFF.
This means that the lowest memory location of the code segment above will be
25000H (25000 + 0000) and the highest memory location will be 34FFFH (25000
+ FFFF). What happens if the desired instructions are located beyond these two
limits? The answer is that the value of CS must be changed to access those
instructions. See Example 1-1.

Example 1-1

If CS = 24F6H and IP = 634AH, show:
(a) The logical address

{(b) The offset address

and calculate:

(c) The physical address

{d) The lower range

(e) The upper range of the code segment

Solution:

{a) 24F6:634A (b) 634A

{c) 2B2AA (24F60 + 634A) (d) 24F60 (24F60 + 0000)
(e) 34F5F (24F60 + FFFF)

Logical address vs. physical address in the code segment

In the code segment, CS and IP hold the logical address of the instructions
to be executed. The following Assembly language instructions have been assembled
(translated into machine code) and stored in memory. The three columns show the
logical address of CS:IP, the machine code stored at that address and the correspond-
ing Assembly language code. This information can easily be generated by the
DEBUG program using the Unassemble command.

Logical address Machine language Assembly language
CSIP opcode and operand mnemonics and operand
1132:0100 BO57 MOV AL,57
1132:0102 B686 MOV DH,86
1132:0104 B272 MOV DL, 72
1132:0106 89D1 MOV CX,DX
1132:0108 88C7 MOV BH,AL
1132:010A B39F MOV BL.9F
1132:010C B420 MOV AH,20
1132:010E 01D0 ADD AX.,DX
1132:0110 01D% ADD CX,BX
1132:0112 05351F ADD AX,1F35

The program above shows that the byte at address 1132:0100 contains B0,
which is the opcode for moving a value into register AL, and address 1132:0101
contains the operand (in this case 57) to be moved to AL. Therefore, the instruction
"MOV AL,57" has a machine code of BO57, where B0 is the opcode and 57 is the
operand. Similarly, the machine code B686 is located in memory locations
1132:0102 and 1132:0103 and represents the opcode and the operand for the
instruction "MOV DH,86". The physical address is an actual location within RAM
(or even ROM). The following are the physical addresses and the contents of each
location for the program above. Remember that it is the physical address that 1s put
on the address bus by the 8086 CPU to be decoded by the memory circuitry:
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Logical address Physical address Machine code contents

1132:0100 11420 BO
1132:0101 11421 57
1132:0102 11422 B6
1132:0103 11423 86
1132:0104 11424 B2
1132:0105 11425 72
1132:0106 11426 89
1132:0107 11427 D1
1132:0108 11428 88
1132:0109 11429 c7
1132:010A 1142A B3
1132:010B 1142B 9F
1132:010C 1142C B4
1132:010D 1142D 20
1132:010E 1142E o1
1132:010F 1142F DO
1132:0110 11430 01
1132:0111 11431 D9
1132:0112 11432 05
1132:0113 11433 35
1132:0114 11434 1F

Data segment

Assume that a program is being written to add 5 bytes of data, such as 25H,
12H, 15H, 1FH, and 2BH, where each byte represents a person’s daily overtime pay.
One way to add them is as follows:

MOV AL,00H ;initialize AL

ADD  AL,25H ;add 25H to AL
ADD AL,12H ;add 12H to AL
ADD AL,16H ;add 15H to AL
ADD  AL,IFH ;add 1FH to AL
ADD  AL,2BH ;add 2BH to AL

In the program above, the data and code are mixed together in the instruc-
tions. The problem with writing the program this way is that if the data changes,
the code must be searched for every place the data is included, and the data retyped.
For this reason, the idea arose to set aside an area of memory strictly for data. In
80x86 microprocessors, the area of memory set aside for data is called the data
segment, Just as the code segment is associated with CS and IP as its segment
register and offset, the data segment uses register DS and an offset value.

The following demonstrates how data can be stored in the data segment and
the program rewritten so that it can be used for any set of data. Assume that the
offset for the data segment begins at 200H. The data is placed in memory locations:

DS:0200 = 25

DS:0201 =12

DS5:0202 =15

DS:0203 = 1F

DS:0204 = 2B

and the program can be rewritten as follows:

MOV ALD ;clear AL

ADD  AL,[0200] ;add the contents of DS:200 to AL
ADD  AL,[0201] :add the contents of DS:201 to AL
ADD  AL,[0202] :add the contents of DS:202 to AL
ADD  AL,[0203] ;add the contents of DS:203 to AL
ADD  AL,[0204] ;add the contents of DS:204 to AL
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Notice that the offset address is enclosed in brackets. The brackets indicate
that the operand represents the address of the data and not the data itself. If the
brackets were not included, as in "MOV AL,0200", the CPU would attempt to move
200 into AL instead of the contents of offset address 200. Keep in mind that there
is one important difference in the format of code for MASM and DEBUG in that
DEBUG assumes that all numbers are in hex (no "H" suffix is required), whereas
MASM assumes that they are in decimal and the "H" must be included for hex data.

This program will run with any set of data. Changing the data has no effect
on the code. Although this program is an improvement over the preceding one, it
can be improved even further. Ifthe data had to be stored at a different offset address,
say 450H, the program would have to be rewritten. One way to solve this problem
would be to use a register to hold the offset address, and before each ADD, to
increment the register to access the next byte. Next a decision must be made as to
which register to use. The 8086/88 allows only the use of registers BX, SI, and DI
as offset registers for the data segment. In other words, while CS uses only the IP
register as an offset, DS uses only BX, D], and SI to hold the offset address of the
data. The term pointer is often used for a register holding an offset address. In the
following example, BX is used as a pointer:

MOV  AL,0 -initialize AL

MOV  BX,0200H ;BX points to the offset addr of first byte
ADD AL,[BX] ;add the first byte to AL

INC BX ;increment BX to point to the next byte
ADD  AL,[BX] ;add the next byte to AL

INC BX ;increment the pointer

ADD AL,BX] ;add the next byte to AL

INC BX sincrement the pointer

ADD  AL,[BX] ;add the last byte to AL

The "INC" instruction adds 1 to (increments) its operand. "INC BX"
achieves the same result as "ADD BX,1". For the program above, if the offset
address where data is located is changed, only one instruction will need to be
modified and the rest of the program will be unaffected. Examining the program
above shows that there is a pattern of two instructions being repeated. This leads
to the idea of using a loop to repeat certain instructions. Implementing a loop
requires familiarity with the flag register, discussed later in this chapter.

Logical address and physical address in the data segment

The physical address for data is calculated using the same rules as for the
code segment, That is, the physical address of data is calculated by shifting DS left
one hex digit and adding the offset value, as shown in Examples 1-2, 1-3, and 1-4.

Example 1-2
Assume that DS is 5000 and the offset is 1950. Calculate the physical address of the byte.
Solution: DS : offset

51000 : 19|50

The physical address will be 50000 + 1950 = 51950.

1. Start with DS. 50|00
2. Shift DS left. 51010(0]0
3. Add the offset. 51191510
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Example 1-3

If DS = 7FA2H and the offset 1s 438EH,
(a) Calculate the physical address. (b} Calculate the lower range.
(c) Calculate the upper range of the data segment.  (d) Show the logical address.

Solution:

(a) 83DAE (7FA20 + 438E) (by 7TFA20 (7FA20 + 0000)
(c) 8FA1F (7FA20 + FFFF) (d) 7TFA2:438E

Example 1-4

Assume that the DS register is 578C. To access a given byte of data at physical memory location
67F66, does the data segment cover the range where the data is located? If not, what changes need to
be made?

Solution:
No, since the range is 578C0 to 678BF, location 67F66 is not included in this range. To access that
byte, DS must be changed so that its range will include that byte.

Little endian convention

Previous examples used 8-bit or 1-byte data. In this case the bytes are stored
one after another in memory. What happens when 16-bit data is used? For example:

MOV  AX,35F3H :load 35F3H into AX
MOV [1500],AX ;copy the contents of AX to offset 1500H

In cases like this, the low byte goes to the low memory location and the
high byte goes to the high memory address. In the example above, memory location
DS:1500 contains F3H and memory location DS:1501 contains 35H.

DS:1500 = F3 DS5:1501 = 35

This convention is called little endian versus big endian. The origin of the
terms big endian and little endian is from a Gulliver 5 Travels story about how an
egg should be opened: from the little end or the big end. In the big endian method,
the high byte goes to the low address, whereas in the little endian method, the high
byte goes to the high address and the low byte to the low address. See Example 1-5.
All Intel microprocessors and many minicomputers, notably the Digital VAX, use
the little endian convention. Motorola microprocessors (used in the Macintosh),

Example 1-5

Assume memory locations with the following contents: DS:6826 = 48 and DS:6827 = 22.
Show the contents of register BX in the instruction "MOV BX,[6826]".

Solution:

According to the little endian convention used in all 80x86 microprocessors, register BL should
contain the value from the low offset address 6826 and register BH the value from offset address
6827, giving BL. = 48H and BH = 22H.

BH BL
DS:6826 = 48
DS:6827 = 22 22 |48
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along with some mainframes, use big endian. This difference might seem as trivial
as whether to break an egg from the big end or little end, but it is a nuisance in
converting software from one camp to be run on a computer of the other camp.

Extra segment (ES)

ES is a segment register used as an extra data segment. Although in many
normal programs this segment is not used, its use is absolutely essential for string
operations and is discussed in detail in Chapter 6.

Memory map of the IBM PC

For a program to be executed R
on the PC, DOS must first load it into 00000H
RAM. Where in RAM will it be
loaded? To answer that question, we
must first explain some very impor- RAM
tant concepls cONCErnIng memory in 640K
the PC. The 20-bit address of the
8088/86 allows a total of 1 megabyte
(1024K bytes) of memory space with

the address range 00000 - FFFFF. - 9FFFFH
During the design phase of the first AQODOH
IBM PC, engineers had to decide on Video Display

the allocation of the 1-megabyte RAM 128K

memory space to various sections of

the PC. This memory allocation is R —A—BE!:{')%EE"”
called a memory map. The memory ROM coo

map of the IBM PC is shown in Figure 256K

1-3. Of this 1 megabyte, 640K bytes FFFFFH

from addresses 00000 - 9FFFFH were
set aside for RAM. The 128K bytes

from AOOOOH to BFFFFH were allo-
cated for video memory. The remain-
ing 256K bytes from COO000H to
FFFFFH were set aside for ROM,

More about RAM

In the early 1980s, most PCs came with only 64K to 256K bytes of RAM
memory, which was considered more than adequate at the time. Users had to buy
memory expansion boards to expand memory up to 640K if they needed additional
memory. The need for expansion depends on the DOS version being used and the
memory needs of the application software being run. The DOS operating system
first allocates the available RAM on the PC for its own use and then lets the rest be
used for applications such as word processors. The complicated task of managing
RAM memory is left to DOS since the amount of memory used by DOS varies
among its various versions and since different computers have different amounts
of RAM, plus the fact that the memory needs of application packages vary. For this
reason we do not assign any values for the CS, DS, and SS registers since such an
assignment means specifying an exact physical address in the range 00000 -
9FFFFH, and this is beyond the knowledge of the user. Another reason is that
assigning a physical address might work on a given PC but it might not work on a
PC with a different DOS version and RAM size. In other words, the program would
not be portable to another PC. Therefore, memory management is one of the most
important functions of the DOS operating system and should be left to DOS. This
18 very important to remember because in many examples in this book we have
values for the segment registers CS, DS, and SS that will be different from the
values that readers will get on their PCs. Therefore, do not try to assign the value
to the segment registers to comply with the values in this book.

Figure 1-3. Memory Allocation in the PC
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Video RAM

From AOOOOH to BFFFFH is set aside for video. The amount used and the
location varies depending on the video board installed on the PC. Table E-2 of
Appendix E lists the starting addresses for video boards.

More about RCM

From CO000H to FFFFFH is set aside for ROM. Not all the memory space
in this range is used by the PC’s ROM. Ofthis 256K bytes, only the 64K bytes from
location FOOOOH - FFFFFH are used by BIOS (basic input/output system) ROM.
Some of the remaining space is used by various adapter cards (such as cards for hard
disks), and the rest is free. In recent years, newer versions of DOS have gained
some very powerful memory management capabilities and can put to good use all
the unused memory space beyond 640. The 640K-byte memory space from 00000
to 9FFFFH is referred to as conventional memory, while the 384K bytes from
ADO000H to FFFFFH are called the UMB (upper memory block) in DOS 35 literature.
A complete discussion of the various memory terminology and configurations such
as expanded and extended memory appears in Chapter 25.

Function of BIOS ROM

Since the CPU can only execute programs that are stored in memory, there
must be some permanent (nonvolatile) memory to hold the programs tetling the CPU
what to do when the power is turned on. This collection of programs held by ROM
isreferred to as BIOS in the PC literature. BIOS, which stands for basic input-output
system, contains programs to test RAM and other components connected to the CPU.
It also contains programs that allow DOS to communicate with peripheral devices
such as the keyboard, video, printer, and disk. It is the function of BIOS to test all
the devices connected to the PC when the computer is turned on and to report any
errors. For example, if the keyboard is disconnected from the PC before the
computer is turned on, BIOS will report an error on the screen, indicating that
condition. It is only after testing and setting up the peripherals that BIOS will load
DOS from disk into RAM and hand over control of the PC to DOS. Although there
are occasions when either DOS or applications programs need to use programs in
BIOS ROM (as will be seen in Chapter 4), DOS always controls the PC once it is
loaded.

Review Questions

A segment is an area of memory that includes up to bytes.

How large is a segment in the 80867 Can the physical address 346E0 be the starting

address for a segment? Why or why not?

State the difference between the physical and logical addresses.

A physical address isa __ -bit address; an offset addressisa _ -bit address.
Which register is used as the offset register with segment register CS?

If BX = 1234H and the instruction "MOV [2400],BX" were executed, what would
be the contents of memory locations at otfsets 2400 and 24017

MORE ABOUT SEGMENTS IN THE 80x86

In this section we examine the concept of the stack, its use in 80x86
microprocessors, and its implementation in the stack segment. Then more advanced
concepts relating to segments are discussed, such as overlapping segments.

What is a stack, and why is it needed?

The stack is a section of read/write memory (RAM) used by the CPU to
store information temporarily. The CPU needs this storage area since there are only
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a limited number of registers. There must be some place for the CPU to store
information safely and temporarily. Now one might ask why not design a CPU with
more registers? The reason is that in the design of the CPU, every transistor is
precious and not enough of them are available to build hundreds of registers. In
addition, how many registers should a CPU have to satisfy every possible program
and application? All applications and programming techniques are not the same.
In a similar manner, it would be too costly in terms of real estate and construction
costs to build a 50-room house to hold everything one might possibly buy throughout
his or her lifetime. Instead, one builds or rents a shed for storage.

Having looked at the advantages of having a stack, what are the disadvan-
tages? The main disadvantage of the stack is its access time. Since the stack is in
RAM, it takes much longer to access compared to the access time of registers. After
all, the registers are inside the CPU and RAM is outside. This is the reason that
some very powerful (and consequently, expensive) computers do not have a stack;
the CPU has a large number of registers to work with.

How stacks are accessed

1f the stack is a section of RAM, there must be registers inside the CPU to
point to it. The two main registers used to access the stack are the SS (stack segment)
register and the SP (stack pointer) register. These registers must be loaded before
any instructions accessing the stack are used. Every register inside the 80x86
(except segment registers and SP) can be stored in the stack and brought back into
the CPU from the stack memory. The storing of a CPU register in the stack is called
a push, and loading the contents of the stack into the CPU register is called a pop.
In other words, a register is pushed onto the stack to store it and popped off the stack
to retrieve it. The job of the SP is very critical when push and pop are performed.
In the 80x86, the stack pointer register (SP) points at the current memory location
used for the top of the stack and as data is pushed onto the stack it is decremented.
It is incremented as data is popped off the stack into the CPU. When an instruction
pushes or pops a general-purpose register, it must be the entire 16-bit register. In
other words, one must code "PUSH AX"; there are no instructions such as "PUSH
AL"or "PUSH AH". The reason that the SPis decremented after the push is to make
sure that the stack is growing downward from upper addresses to lower addresses.
This is the opposite of the IP (instruction pointer). As was seen in the preceding
section, the IP points to the next instruction to be executed and is incremented as
each instruction is executed. To ensure that the code section and stack section of
the program never write over each other, they are located at opposite ends of the
RAM memory set aside for the program and they grow toward each other but must
not meet, If they meet, the program will crash. To see how the stack grows, look
at the following examples.

Pushing onto the stack

Notice in Example 1-6 that as each PUSH is executed, the contents of the
register are saved on the stack and SP is decremented by 2. For every byte of data
saved on the stack, SP is decremented once, and since push is saving the contents
of a 16-bit register, it is decremented twice. Notice also how the data is stored on
the stack. In the 80x86, the lower byte is always stored in the memory location with
the lower address. That is the reason that 24H, the contents of AH, is saved in
memory location with address 1235 and AL in location 1234.

Popping the stack

Popping the contents of the stack back into the 80x86 CPU is the opposite
process of pushing. With every pop, the top 2 bytes of the stack are copied to the
register specified by the instruction and the stack pointer is incremented twice.
Although the data actually remains in memory, it is not accessible since the stack
pointer is beyond that point, Example 1-7 demonstrates the POP instruction.
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Example 1-6

Assuming that SP = 1236, AX = 24B6, DI = 85C2, and DX = 5F93, show the contents of the stack as
each of the following instructions is executed:

PUSH AX
PUSH DI
PUSH DX
Solution:
§8:1230 - 93
$5:1231 5F
58:1232 - C2 c2
$8:1233 85 85
58:1234 —» BB B& B6&
585:1235 24 24 24
55:1236 =—»
START After After After
PUSH AX PUSH DI PUSH DX
SP=1236 SP = 1234 SP =1232 SP = 1230
Example 1-7

Solution:
SS:18FA

$S:18FB
$S8:18FC
SS18FD
SS18FE
SS:18FF
$5:1900

Assuming that the stack is as shown below, and SP = 18FA, show the contents of the stack and regis-
ters as each of the following instructions is executed:

POP CX
POP DX
POP BX
— 23
14
6B —» 6B
2C 2C
91 91 —»l 91
Fo F6 F6
—
START After After After
POP CX POP DX POP BX
SP = 18FA SP = 18FC SP = 18FE SP = 1800
CX =1423 DX = 2C6B BX = F691

Logical address vs. physical address for the stack

Now one might ask, what is the exact physical location of the stack? That
depends on the value of the stack segment (8S) register and SP, the stack pointer.
To compute physical addresses for the stack, the same principle is applied as was
used for the code and data segments. The method is to shift left SS and then add
offset SP, the stack pointer register. This is demonstrated in Example 1-8.

What values are assigned to the SP and S8, and who assigns them? It1s the
job of the DOS operating system to assign the values for the SP and S8 since memory
management is the responsibility of the operating system. Before leaving the
discussion of the stack, two points must be made. First, in the 80x86 literature, the
top of the stack is the last stack location occupied. This is different from other CPUs.
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Second, BP is another register that can be used as an offset into the stack, but it has
very special applications and is widely used to access parameters passed between
Assembly language programs and high-level language programs such as C. This is
discussed in Chapter 7.

Example 1-8

If SS = 3500H and the SP is FFFEH,
(a) Calculate the physical address of the stack, (b} Calculate the lower range.
(¢) Calculate the upper range of the stack segment.  (d) Show the logical address of the stack.

Solution:

(a) 44FFE (35000 + FFFE) (b) 35000 (35000 + 0000)
(c) 44FFF (35000 + FFFF) (d) 3500:FFFE

A few more words about segments in the 80x86

Can a single physical address belong to many different logical addresses?
Yes, look at the case of a physical address value of 15020H. There are many possible
logical addresses that represent this single physical address:

Logical address (hex) Physical address (hex)
1000:5020 15020
1500:0020 15020
1502:0000 15020
1400:1020 15020
1302:2000 15020

This shows the dynamic behavior of the segment and offset concept in the
8086 CPU. One last point that must be clarified is the case when adding the offset
to the shifted segment register results in an address beyond the maximum allowed
range of FFFFFH. In that situation, wrap-around will occur. This is shown in
Example 1-9.

Example 1-9

What is the range of physical addresses if CS = FF59?

Solutien:

The low range is FF590 (FF590 + 0000). The range goes to FFFFF and wraps around, from 00000 to
OF58F (FF590 + FFFF = 0F58F), which is iliustrated below.

00000

OF58F

FF530

.| FFFFF

Ove